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Searching for Physical Signals of 
Psychological Processes



Functional MRI

Fox & Raichle (2007)

• Non-invasive brain activity detection
• High temporal resolution



Data Source

openneuro.org/datasets/ds004103

Prof.陳德祐 Prof.翁明宏Prof.龔俊嘉
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Major Goal
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Mean Intensity
0.31

• Averaging a dataset will make it less informative.

Region of Interest Analysis



Multi-Voxel Pattern Analysis 

• Machine Learning based Image Classification
• Empirical, Data-driven, Self-adaptive
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Progress of Image Classification

paperswithcode.com



Explore of CNN-MVPA
2019



Explore of CNN-MVPA (2)
2020



Explore of CNN-MVPA (3)
2022



Progress of Image Classification

paperswithcode.com

VGGnet ResNet

Fully Connected
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The ConvNeXt Model

• Better Performance
• Training Stability
• Strong Adaptability
• Computational Efficiency
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Beta Maps 3D-ConvNeXt
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Within/Between-Subject Scheme

doi.org/10.1016/j.neuroimage.2019.116205



Leave-One-Out Strategy 

Sample nSample 3Sample 2Sample 1 …



Leave-One-Out Strategy 
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Leave-One-Out Strategy 
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Sub 1 Accuracy 
of Sub 1

Within Subject Test

3D-ConvNeXt
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Within Subject Test Results

7 Subjects



Dynamic Convolution



Within Subject Test Results

7 Subjects



Between Subject Test
Sub 1

3D-ConvNeXt
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Between Subject Test Results

7 Subjects
(~40 trials/each)

64 Subjects



• Within subject classification show promising result.

• Between subject pattern might be diverse.

Within/Between Pattern

Similar conclusion to:
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64

Multi-Head Structure Performance

6Subjects:



• Individual different can be detected with multi-head 
design.

• Multi-head structure can also handle several factors 
at once.

Within/Between Pattern (2)
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Multi-Head for Embedding

3D-ConvNeXt
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Coop/Comp

Multi-Head Structure

3D-ConvNeXt
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numbers of images in each condition 
decreased as more factors were added



11 train

Subsampling GLM Trick for 
Training Data

12 trials 1 test
Loop 12 times

12 trials 3 test 9 train Combinations of 3 out of 9
Up to 84 images!



Hybrid to Create More Sample



39 train

Subsampling GLM Trick for 
Training Data

~20/20 trials 1 test
Loop 40 times

~20/20 trials 9 test ~16/16 train

Combinations of 3 out of 16
(Up to 560 images in each!)
Using 75 subsample images

in this experiment



Performance of Subsampling Trick

7 Subjects



• Introduce new CNN architecture for MVPA

• Apply multi-head structure for complex conditions

• Design a subsampling trick to increase training data

• Advanced models can detect more hidden patterns 
underlying brain activation.

• Additional techniques are needed to better visualize 
and interpret those models.

Summary



Thanks for your time and attention

Any question or suggestion is welcome!!

Multi-Head 3D-ConvNeXt 



Data Preprocessing

afni.nimh.nih.gov



Major Python Packages

Major ANN programing tool

*Able to directly handle AFNI output!!

Also provides statistical and
machine-learning tools

Designed for brain volumes analysis 



Tentative Architecture

3D-ConvNeXt
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Tentative Architecture

3D-ConvNeXt
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Recurrent
Layer

Classifier

Time Series 
Residual

3D CNN-RNN



CNN Heat Map

arxiv.org/pdf/1512.04150



CNN Feature Map

introtodeeplearning.com



First submitted to arXiv on April 30, 2024






