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Mihaela Rosca, Balaji Lakshminarayanan, David Warde-Farley, Shakir Mohamed, “Variational Approaches for Auto-
Encoding Generative Adversarial Networks”, arXiv, 2017

GAN
ACGAN
BGAN

DCGAN
EBGAN
fGAN
GoGAN

CGAN

…
…

All Kinds of GAN …
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https://github.com/hindupuravinash/the-gan-zoo
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Supervised vs. Unsupervised

Supervised learning:
We have correct answer to learn!!
 Exactly learning the proper parameters!!

There are several state-of-the-art methods!!
Unsupervised learning:
We don’t have the correct answer
 Only “guess”

Need to have a lot of strategies to fine-tune the estimated answer
Not good enough algorithm so far
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Supervised vs Unsupervised Learning

Supervised Learning
Data: (x, y)
x is data, y is label

Goal: Learn a function to map 
x -> y
Examples: Classification,  

regression, object detection,  
semantic segmentation, 
image  captioning, etc.
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Cat

Classification
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Supervised vs Unsupervised Learning

Supervised Learning
Data: (x, y)
x is data, y is label

Goal: Learn a function to map 
x -> y
Examples: Classification,  

regression, object detection,  
semantic segmentation, 
image  captioning, etc.
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DOG, DOG, CAT

Object Detection
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Supervised vs Unsupervised Learning

Supervised Learning
Data: (x, y)
x is data, y is label

Goal: Learn a function to map 
x -> y
Examples: Classification,  

regression, object detection,  
semantic segmentation, 
image  captioning, etc.
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Semantic Segmentation

GRASS, CAT,  
TREE, SKY
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Supervised vs Unsupervised Learning

Supervised Learning
Data: (x, y)
x is data, y is label

Goal: Learn a function to map 
x -> y
Examples: Classification,  

regression, object detection,  
semantic segmentation, 
image  captioning, etc.
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Image captioning

A cat sitting on a suitcase on the floor



partial credit by CS311n

Supervised vs Unsupervised Learning

Supervised Learning
Data: (x, y)
x is data, y is label

Goal: Learn a function to map 
x -> y
Examples: Classification,  

regression, object detection,  
semantic segmentation, 
image  captioning, etc.
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K-means clustering
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Supervised vs Unsupervised Learning

Supervised Learning
Data: (x, y)
x is data, y is label

Goal: Learn a function to map 
x -> y
Examples: Classification,  

regression, object detection,  
semantic segmentation, 
image  captioning, etc.
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3-d 2-d

Principal Component
Analysis  (Dimensionality
reduction)
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Supervised vs Unsupervised Learning

Supervised Learning
Data: (x, y)
x is data, y is label

Goal: Learn a function to map 
x -> y
Examples: Classification,  

regression, object detection,  
semantic segmentation, 
image  captioning, etc.
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Autoencoders  (Feature learning)
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Supervised vs Unsupervised Learning

Supervised Learning
Data: (x, y)
x is data, y is label

Goal: Learn a function to map 
x -> y
Examples: Classification,  

regression, object detection,  
semantic segmentation, 
image  captioning, etc.
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2-d density estimation

Figure copyright Ian Goodfellow, 2016. Reproduced with permission.

1-d density estimation
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Supervised vs Unsupervised Learning

Supervised Learning

Data: (x, y)
x is data, y is label

Goal: Learn a function to map 
x -> y

Examples: Classification,  
regression, object detection,  
semantic segmentation, 
image  captioning, etc.

Unsupervised Learning
Data: x
Just data, no labels!

Goal: Learn some underlying  
hidden structure of the data

Examples: Clustering,  
dimensionality reduction, 
feature  learning, density 
estimation, etc.
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Training data is cheap

Solve  unsupervised learning
=> understand structure  of visual world
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Generative Models
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Training data ~ pdata(x) Generated samples ~ pmodel(x)

Want to learn pmodel(x) similar to pdata(x)

Given training data, generate new samples from same distribution

Addresses density estimation, a core problem in unsupervised learning
Several flavors:

- Explicit density estimation: explicitly define and solve for pmodel(x)
- Implicit density estimation: learn model that can sample from pmodel(x) w/o explicitly defining it
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Why Generative Models?

Realistic samples for artwork, super-resolution, colorization, etc.

Generative models of time-series data can be used for simulation 
and  planning (reinforcement learning applications!)
Training generative models can also enable inference of latent  
representations that can be useful as general features
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FIgures from L-R are copyright: (1) Alec Radford et al. 2016; (2) Phillip Isola et al. 2017. Reproduced with authors permission (3) BAIR Blog.

https://arxiv.org/abs/1511.06434
https://phillipi.github.io/pix2pix/
https://bair.berkeley.edu/blog/2018/11/30/visual-rl/
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Unsupervised Learning

More challenging than supervised learning :
No label or curriculum → self learning

Traditional solutions:
Clustering
Linear / nonlinear dimensionality reduction
 PCA vs. Manifold learning

Some NN solutions :
Boltzmann machine
Auto-encoder or Variational Inference
Generative Adversarial Network

2024/5/23 Chih-Chung Hsu@ACVLab 15
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Unsupervised learning vs. Generative model

Unsupervised learning
z=f(x)

Generative model
x=g(z)

It is …
P(z|x) vs. P(x|z)
An encoder vs. a decoder 
 Encoder: Feature extraction / Dimensionality reduction
 Decoder: Generator / Upsampling
 P(z|x) = P(x, z) / P(x)  P(x) Intractable (ELBO)
 P(x|z) = P(x, z) / P(z)  P(z) is prior
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P(x,z) is 
necessary!!
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Some background first: Autoencoders

2024/5/23 Chih-Chung Hsu@ACVLab 17

Encoder

Input data

Features

Unsupervised approach for learning a lower-dimensional feature representation  
from unlabeled training data

Originally: Linear +  
nonlinearity (sigmoid)
Later: Deep, fully-connected
Later: ReLU CNN

z usually smaller than x
(dimensionality reduction)

Q: Why dimensionality  
reduction?

A: Want features to  
capture meaningful  
factors of variation in  
data



partial credit by CS311n

Some background first: Autoencoders
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Features

Encoder

Input data

How to learn this feature representation?

Originally: Linear +
nonlinearity (sigmoid)
Later: Deep, fully-connected
Later: ReLU CNN (upconv)

Reconstructed  
input data

Train such that features can be used to reconstruct original 
data  “Autoencoding” - encoding itself

Decoder
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Some background first: Autoencoders
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Features

Encoder

Input data

Decoder

Reconstructed  
input data

Reconstructed data

Input data

Encoder: 4-layer conv
Decoder: 4-layer upconv

How to learn this feature representation?
Train such that features can be used to reconstruct original 
data  “Autoencoding” - encoding itself



partial credit by CS311n

Some background first: Autoencoders
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Input data

Reconstructed  
input data

L2 Loss function:

Decoder

Encoder

Train such that features
can be used to reconstruct 
original data

Reconstructed data

Input data

Encoder: 4-layer conv
Decoder: 4-layer upconvFeatures
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Some background first: Autoencoders
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Encoder

Input data

Features

Decoder

Reconstructed  
input data

After training,
throw away decoder
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Some background first: Autoencoders
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Encoder

Input data

Features

Classifier

Predicted Label
Fine-tune  
encoder  
jointly with  
classifier

Loss function  
(Softmax, etc)

Encoder can be  
used to initialize a  
supervised model

plane
dog deer

bird
truck

Train for final task  
(sometimes with  

small data)
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Some background first: Autoencoders
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Features

Encoder

Input data

Decoder

Reconstructed  
input data

Autoencoders can reconstruct
data, and can learn features to
initialize a supervised model

Features capture factors of  
variation in training data. Can we  
generate new images from an  
autoencoder?
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Unsupervised Deep Learning: AutoEncoder

With no answer “data”
Use “Reconstruction” to learn!!
A good representation should keep the information well 

(reconstruction error)
Deep + nonlinearity might help enhance the representation power

2024/5/23 Chih-Chung Hsu@ACVLab 24
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Deep Version of AutoEncoder

Stacked autoencoder (SAE)
Similar to AE but deeper
Use CNN/Fully connected layers

2024/5/23 Chih-Chung Hsu@ACVLab 25
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What Exactly AE is?

2024/5/23 Chih-Chung Hsu@ACVLab 26

AE/SAE

High dimensional
data

Low dim.
variables

Latent variables
Or features

Encoder Decoder

Reconstructed 
image
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What Exactly AE is? (cont.)

2024/5/23 Chih-Chung Hsu@ACVLab 27

AE/SAE

High dimensional
data

Low dim.
variables

Latent variables
Or features

Encoder Decoder

Reconstructed 
image
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What Exactly AE is? (cont.)
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Low dim.
variables 1

Decoder

Reconstructed 
image 1

Low dim.
Variables 2

Decoder

Reconstructed 
image 2

For example
0.666 = 可達鴨

For example
0.747 = 愛因斯坦
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Problem in SAE/AE

One feature corresponds to one reconstructed image!
Feature is generated from Encoder….
 Such AE/SAE cannot be used to generate arbitrary images

2024/5/23 Chih-Chung Hsu@ACVLab 29

Low dim.
Variables 2

Decoder

Reconstructed 
image 2

For example
0.747 = 愛因斯坦

For example
0.746 = ??
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Improved AutoEncoder

Variational autoencoder - VAE
Kingma et al, “Auto-Encoding Variational Bayes”, 2013.
Generative Model + Stacked Autoencoder
Based on Variational approximation

From AE to VAE
Since the feature (latent variable) is not continuous  
 Explicit feature is required for generating an image

MODELING feature instead!!

2024/5/23 Chih-Chung Hsu@ACVLab 30
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Variational Inference

Target: p
Hard to find their distribution

We assumed that it likes to Gaussian distributions, green and red lines 
q
Which one closes to the real distribution p, then we choose that q as the 

solution
 Minimize distance between distributions!!

2024/5/23 Chih-Chung Hsu@ACVLab 31
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Probabilistic spin on autoencoders - will let us sample from the model to generate data!

Assume training data is generated from underlying unobserved (latent)  
representation z

Sample from  
true prior

Variational Autoencoders

2024/5/23 Chih-Chung Hsu@ACVLab 32

Kingma and Welling, “Auto-Encoding Variational Bayes”, ICLR 2014

Sample from  
true conditional

Intuition (remember from autoencoders!):  
x is an image, z is latent factors used to  
generate x: attributes, orientation, etc.
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Sample from  
true prior

Variational Autoencoders

2024/5/23 Chih-Chung Hsu@ACVLab 33

Sample from  
true conditional

We want to estimate the true parameters  
of this generative model.

Kingma and Welling, “Auto-Encoding Variational Bayes”, ICLR 2014
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Sample from  
true prior

Variational Autoencoders
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Sample from  
true conditional

We want to estimate the true parameters  
of this generative model.

How should we represent this model?

Kingma and Welling, “Auto-Encoding Variational Bayes”, ICLR 2014
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Sample from  
true prior

Variational Autoencoders
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Sample from  
true conditional

We want to estimate the true parameters  
of this generative model.

How should we represent this model?

Choose prior p(z) to be simple, e.g.  
Gaussian. Reasonable for latent attributes,
e.g. pose, how much smile.

Kingma and Welling, “Auto-Encoding Variational Bayes”, ICLR 2014
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Sample from  
true prior

Variational Autoencoders
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Sample from  
true conditional

We want to estimate the true parameters  
of this generative model.

How should we represent this model?

Choose prior p(z) to be simple, e.g.  
Gaussian.
Conditional p(x|z) is complex (generates  
image) => represent with neural network

Decoder  
network

Kingma and Welling, “Auto-Encoding Variational Bayes”, ICLR 2014
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Sample from  
true prior

Variational Autoencoders

2024/5/23 Chih-Chung Hsu@ACVLab 37

Sample from  
true conditional

We want to estimate the true parameters  
of this generative model.

How to train the model?

Kingma and Welling, “Auto-Encoding Variational Bayes”, ICLR 2014

Decoder  
network
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Sample from  
true prior

Variational Autoencoders

2024/5/23 Chih-Chung Hsu@ACVLab 38

Sample from  
true conditional

We want to estimate the true parameters  
of this generative model.

How to train the model?

Strategy for training generative models from 
FVBNs (fully visible belief networks, Deep 
Belief nets). Learn model parameters  to 
maximize likelihood of training data

Decoder  
network

Kingma and Welling, “Auto-Encoding Variational Bayes”, ICLR 2014
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Sample from  
true prior

Variational Autoencoders
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Sample from  
true conditional

We want to estimate the true parameters  
of this generative model.

How to train the model?

Strategy for training generative models from 
FVBNs. Learn model parameters  to 
maximize likelihood of training data

Now with latent z

Decoder  
network

Kingma and Welling, “Auto-Encoding Variational Bayes”, ICLR 2014
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Sample from  
true prior

Variational Autoencoders
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Sample from  
true conditional

We want to estimate the true parameters  
of this generative model.

How to train the model?

Strategy for training generative models from 
FVBNs, Learn model parameters  to 
maximize likelihood of training data

Q: What is the problem with this?

Kingma and Welling, “Auto-Encoding Variational Bayes”, ICLR 2014

Decoder  
network
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Sample from  
true prior

Variational Autoencoders
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Sample from  
true conditional

We want to estimate the true parameters  
of this generative model.

How to train the model?

Remember strategy for training generative  
models from FVBNs. Learn model parameters  
to maximize likelihood of training data

Q: What is the problem with this?  
Intractable!

Kingma and Welling, “Auto-Encoding Variational Bayes”, ICLR 2014

Decoder  
network

Given p(x)
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Variational Autoencoders: Intractability

Posterior density also intractable:

Will see that this allows us to derive a lower bound on the data 
likelihood that is tractable, which we can optimize

2024/5/23 Chih-Chung Hsu@ACVLab 43

Data likelihood:

Kingma and Welling, “Auto-Encoding Variational Bayes”, ICLR 2014

Gaussian prior

NN decoder

Intractable to 
compute p(x|z) for 

every z

Intractable …

Solution: In addition to decoder network modeling pθ(x|z), define 
additional encoder network qɸ(z|x) that approximates pθ(x|z), 
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From AE to VAE

Modeling: Assume the feature is sampled from Gaussian 
controlled by (𝝁𝝁,𝝈𝝈)
 It is possible to generate arbitrary images 

2024/5/23 Chih-Chung Hsu@ACVLab 44

Latent Space (2D for example)

Reconstructed images
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From AE to VAE

In this way, loss function can be defined as 
𝐿𝐿𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝑋𝑋 − �𝑋𝑋 2

2, where �𝑋𝑋 is the reconstructed image
𝐿𝐿𝑙𝑙𝑑𝑑𝑑𝑑𝑙𝑙𝑙𝑙𝑑𝑑 = KL P|Q  KL(Latent variables, Gaussian)
𝐿𝐿 = 𝐿𝐿𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 + 𝐿𝐿𝑙𝑙𝑑𝑑𝑑𝑑𝑙𝑙𝑙𝑙𝑑𝑑

Difficult to optimize L
The distribution of latent variables is unknown & uncontrollable.

Solution:
Force latent variable to be a parameters of a specified distribution: 

Encoder  (𝝁𝝁,𝝈𝝈)

2024/5/23 Chih-Chung Hsu@ACVLab 45
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Variational AE (VAE)

Minimize KL(P|Q)!!
 Variational inference!!

Recall that
P(z|x) = P(x, z) / P(x)  P(x) Intractable (ELBO)
Approximation solution
 Use q(z|θ) to approximate P(z|x)
 Variational inference!

Shortcoming
Blurred images will be generated (no guarantee its quality)
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From AE to VAE

Explicit feature is required for generating an image
MODELING feature instead!!
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Random Q

Generated P

Minimize KL(P|Q)!!
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Variational Autoencoders
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Encoder network Decoder network

(parameters ɸ) (parameters θ)

Kingma and Welling, “Auto-Encoding Variational Bayes”, ICLR 2014

Since we’re modeling probabilistic generation of data, encoder and decoder networks are probabilistic

Mean and (diagonal) covariance of z | x Mean and (diagonal) covariance of x | z
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Variational Autoencoders
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Encoder network Decoder network

(parameters ɸ) (parameters θ)

Sample z from Sample x|z from

Kingma and Welling, “Auto-Encoding Variational Bayes”, ICLR 2014

Since we’re modeling probabilistic generation of data, encoder and decoder networks are probabilistic
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Variational Autoencoders
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Kingma and Welling, “Auto-Encoding Variational Bayes”, ICLR 2014

Encoder network Decoder network

(parameters ɸ) (parameters θ)

Sample z from Sample x|z from

Encoder and decoder networks also called  
“recognition”/“inference” and “generation” networks

Since we’re modeling probabilistic generation of data, encoder and decoder networks are probabilistic
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Variational Autoencoders: Generating Data!

2024/5/23 Chih-Chung Hsu@ACVLab 51

32x32 CIFAR-10
Labeled Faces in the Wild

Figures copyright (L) Dirk Kingma et al. 2016; (R) Anders Larsen et al. 2017. Reproduced with permission.
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Variational Autoencoders

Probabilistic spin to traditional autoencoders => allows generating 
data
Defines an intractable density => derive and optimize a (variational) 
lower bound
Pros:
Principled approach to generative models
Allows inference of q(z|x), can be useful feature representation for other 

tasks
Cons:
Maximizes lower bound of likelihood: okay, but not as good evaluation as  

PixelRNN/PixelCNN
Samples blurrier and lower quality compared to state-of-the-art (GANs)

Active areas of research:
More flexible approximations, e.g. richer approximate posterior instead of 

diagonal  Gaussian, e.g., Gaussian Mixture Models (GMMs)
 Incorporating structure in latent variables, e.g., Categorical Distributions

2024/5/23 Chih-Chung Hsu@ACVLab 52
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But Why?

Recall that we use “pixel” to measure the quality
So what?
 It is well-known that there is no promising metric that can reflect the 

truly perceptual quality (visual quality)
Example

 PSNR
 Some perceptual index were proposed to resolve this issue. 

2024/5/23 Chih-Chung Hsu@ACVLab 53
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Unsupervised Deep Learning

How to generate an image with good quality?
Generative adversarial network (GAN)

2024/5/23 Chih-Chung Hsu@ACVLab 54

Goodfellow, Ian, et al. "Generative adversarial nets." Advances in neural information processing systems. 2014.
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Why Generative Models?

Excellent test of our ability to use high-dimensional, complicated 
probability distributions
Simulate possible futures for planning or simulated RL
Missing data
Semi-supervised learning

Multi-modal outputs
Realistic generation tasks

2024/5/23 Chih-Chung Hsu@ACVLab 55(Goodfellow 2016)
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Generating an Image using GAN

Learn and predict P(x|z)

2024/5/23 Chih-Chung Hsu@ACVLab 56
[Ledig et al. CVPR 2017]

https://arxiv.org/pdf/1609.04802.pdf
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Training Procedure

Use SGD-like algorithm of choice (Adam) on two mini-batches 
simultaneously:

A mini-batch of training examples
A mini-batch of generated samples

Optional: run k steps of one player for every step of the other 
player.

2024/5/23 Chih-Chung Hsu@ACVLab 57(Goodfellow 2016)
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The Cost Function of GAN

Notation

2024/5/23 Chih-Chung Hsu@ACVLab 58

Ian Goodfellow et al., “Generative  
Adversarial Nets”, NIPS 2014
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Training GANs: Two-player game

Generator network: try to fool the discriminator by generating real-
looking images
Discriminator network: try to distinguish between real and fake images
Train jointly in minimax game
Minimax objective function:

2024/5/23 Chih-Chung Hsu@ACVLab 59

Discriminator output  
for real data x

Discriminator output for  
generated fake data G(z)

Discriminator outputs likelihood in (0,1) of real image

- Discriminator (θd) wants to maximize objective such that D(x) is close to 1 (real) and  D(G(z)) is 
close to 0 (fake)

- Generator (θg) wants to minimize objective such that D(G(z)) is close to 1  
(discriminator is fooled into thinking generated G(z) is real)



partial credit by CS311n

Training GANs: Two-player game

2024/5/23 Chih-Chung Hsu@ACVLab 63

Minimax objective function:

Alternate between:
1. Gradient ascent on discriminator

2. Gradient descent on generator
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Training GANs: Two-player game

2024/5/23 Chih-Chung Hsu@ACVLab 64

Minimax objective function:

Alternate between:
1. Gradient ascent on discriminator

2. Gradient descent on generator

In practice, optimizing this generator objective  
does not work well!

When sample is likely  
fake, want to learn  
from it to improve  
generator. But  
gradient in this region  
is relatively flat!

Gradient signal  
dominated by region  
where sample is  
already good
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Training GANs: Two-player game

2024/5/23 Chih-Chung Hsu@ACVLab 65

Minimax objective function:

Alternate between:
1. Gradient ascent on discriminator

2. Instead: Gradient ascent on generator, different objective

Instead of minimizing likelihood of discriminator being correct, now  
maximize likelihood of discriminator being wrong.
Same objective of fooling discriminator, but now higher gradient  
signal for bad samples => works much better! Standard in practice.

High gradient signal

Low gradient signal
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Training GANs: Two-player game

2024/5/23 Chih-Chung Hsu@ACVLab 66

Minimax objective function:

Alternate between:
1. Gradient ascent on discriminator

2. Instead: Gradient ascent on generator, different objective

Aside: Jointly training two  
networks is challenging,  
can be unstable. Choosing  
objectives with better loss  
landscapes helps training,  
is an active area of  
research.

Instead of minimizing likelihood of discriminator being correct, now  
maximize likelihood of discriminator being wrong.
Same objective of fooling discriminator, but now higher gradient  
signal for bad samples => works much better! Standard in practice.

High gradient signal

Low gradient signal
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Putting it together: GAN training algorithm

Training GANs: Two-player game

2024/5/23 Chih-Chung Hsu@ACVLab 67
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Training GANs: Two-player game

2024/5/23 Chih-Chung Hsu@ACVLab 68

Putting it together: GAN training algorithm

Some find k=1  
more stable,  
others use k > 1,  
no best rule.

Recent work (e.g.  
Wasserstein GAN)  
alleviates this  
problem, better  
stability!
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Training GANs: Two-player game

Generator network: try to fool the discriminator by generating 
real-looking images
Discriminator network: try to distinguish between real and fake 
images

2024/5/23 Chih-Chung Hsu@ACVLab 69

zRandom noise

Generator Network

Discriminator Network

Fake Images  
(from generator)

Real Images  
(from training set)

Real or Fake

After training, use generator network to  
generate new images



partial credit by CS311n

Problems in GANs

No guarantee to equilibrium
Mode collapsing 
 All smoothing results

Oscillation
 May never converge

No indicator when to finish
All generative models
Evaluation metrics (predefined)
Robust but difficult to train
Diversity testing is required

2024/5/23 Chih-Chung Hsu@ACVLab 70
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GAN’s Ways

Theatrical analysis of the nature of the GANs
WGAN 
Wasserstein GAN (Replace KL with Wasserstein)
 Solved the issue when there is no overlapping between distributions of generated & 

ground truth samples

BEGAN
WGAN-GP
RAGAN
…etc

Applications
Based on a state-of-the-art GAN and fine-tune it.
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Improved GAN: DCGAN

Radford et al, Unsupervised Representation Learning with Deep 
Convolutional Generative Adversarial Networks, 2015
Tricks for gradient flow
 Max pooling → Strided convolution or average pooling
 Use LeakyReLU instead of ReLU

Other tricks
 Use batch normal both generator and discriminator
 Use Adam optimizer ( lr = 0.0002, a = 0.9, b=0.5 )
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Radford, Alec, Luke Metz, and Soumith Chintala. "Unsupervised representation learning with deep convolutional generative 
adversarial networks." arXiv preprint arXiv:1511.06434 (2015).
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DCGAN

Convert max-pooling layers to convolution layers
Convert fully connected layers to global average pooling layers in 
the discriminator
Use batch normalization layers in the generator and the 
discriminator
Use leaky-ReLU activation functions in the discriminator
Other tricks
Use Adam optimizer ( lr = 0.0002, a = 0.9, b=0.5 )
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Radford, Alec, Luke Metz, and Soumith Chintala. "Unsupervised representation learning with deep convolutional generative 
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Generated samples

Nearest neighbor from training set
Figures copyright Ian Goodfellow et al., 2014. Reproduced with permission.

Generative Adversarial Nets
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Generated samples (CIFAR-10)

Nearest neighbor from training set
Figures copyright Ian Goodfellow et al., 2014. Reproduced with permission.

Generative Adversarial Nets
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Generator is an upsampling network with fractionally-strided convolutions  
Discriminator is a convolutional network

Radford et al, “Unsupervised Representation Learning with Deep Convolutional Generative Adversarial Networks”, ICLR 2016

Generative Adversarial Nets: Convolutional 
Architectures
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Generator
Radford et al, “Unsupervised Representation Learning with Deep Convolutional Generative Adversarial Networks”, ICLR 2016

Generative Adversarial Nets: Convolutional 
Architectures
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DCGAN: Generate the images with Deep 
Convolutional GAN
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Samples  
from the  
model look  
much  
better!

Radford et al,  
ICLR 2016

Generative Adversarial Nets: Convolutional 
Architectures
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nt

Interpolating  
between  
random  
points in late  
space

Generative Adversarial Nets: Convolutional 
Architectures
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Generative Adversarial Nets: Interpretable Vector 
Math
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Smiling woman Neutral woman Neutral man

Samples
from the
model

Average Z
vectors, do  
arithmetic

Radford et al, ICLR 2016

Generative Adversarial Nets: Interpretable Vector 
Math
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Smiling woman Neutral woman Neutral man

Smiling ManSamples
from the
model

Average Z
vectors, do  
arithmetic

Radford et al, ICLR 2016

Generative Adversarial Nets: Interpretable Vector 
Math
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Radford et al,  
ICLR 2016

Glasses man No glasses man No glasses woman

Generative Adversarial Nets: Interpretable Vector 
Math
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Glasses man No glasses man No glasses woman

Woman with glasses

Radford et al,  
ICLR 2016

Generative Adversarial Nets: Interpretable Vector 
Math
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and tricks for trainings GANs

https://github.com/hindupuravinash/the-gan-zoo

https://github.com/soumith/ganhacks
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https://github.com/soumith/ganhacks
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https://github.com/soumith/ganhacks
https://arxiv.org/abs/1711.06375
https://arxiv.org/abs/1610.07584
https://github.com/zck119/3dgan-release
https://arxiv.org/abs/1707.09557
https://github.com/EdwardSmith1884/3D-IWGAN
https://arxiv.org/abs/1805.00328
https://arxiv.org/abs/1708.07969
https://github.com/Yang7879/3D-RecGAN
https://drive.google.com/file/d/0B3wEP_lEl0laVTdGcHE2VnRiMlE/view
https://github.com/IgorSusmelj/ABC-GAN
https://arxiv.org/abs/1711.11139
https://arxiv.org/abs/1610.09585
https://arxiv.org/abs/1702.01983
https://arxiv.org/abs/1712.06951
https://arxiv.org/abs/1808.00020
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https://github.com/IshmaelBelghazi/ALI
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https://arxiv.org/abs/1807.10088
https://arxiv.org/abs/1703.02000
https://openreview.net/forum?id=Hy7fDog0b
https://github.com/AshishBora/ambient-gan
https://arxiv.org/abs/1807.02635
https://arxiv.org/abs/1703.05921v1
https://arxiv.org/abs/1806.10317
https://arxiv.org/abs/1707.05474
https://arxiv.org/abs/1706.04223
https://github.com/jakezhaojb/ARAE
https://arxiv.org/abs/1707.01217
https://arxiv.org/abs/1709.00938
https://arxiv.org/abs/1702.03410
https://ieeexplore.ieee.org/document/8017430/
https://arxiv.org/abs/1802.09070
https://arxiv.org/abs/1803.06798
https://arxiv.org/abs/1711.10678
https://github.com/LynnHo/AttGAN-Tensorflow
https://arxiv.org/abs/1711.10485
https://github.com/taoxugit/AttnGAN
https://arxiv.org/abs/1805.09521
https://arxiv.org/abs/1803.10930
https://arxiv.org/abs/1610.02920
https://arxiv.org/abs/1803.09655
https://arxiv.org/abs/1702.08896
https://arxiv.org/abs/1705.09558
https://github.com/andrewgordonwilson/bayesgan/
https://arxiv.org/abs/1706.05477
https://arxiv.org/abs/1711.07461
https://arxiv.org/abs/1804.08682
https://arxiv.org/abs/1703.10717
https://arxiv.org/abs/1808.07258
https://arxiv.org/abs/1808.01960
https://arxiv.org/abs/1708.04150
https://github.com/htconquer/BGAN
https://arxiv.org/abs/1809.10244
https://arxiv.org/abs/1711.11586
https://github.com/junyanz/BicycleGAN
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https://arxiv.org/abs/1806.06778
https://arxiv.org/abs/1805.07674
https://arxiv.org/abs/1803.08467
https://arxiv.org/abs/1805.03644
https://github.com/BorealisAI/bre-gan
https://arxiv.org/abs/1808.00327
https://arxiv.org/abs/1702.08431v1
https://arxiv.org/abs/1809.02266
https://arxiv.org/abs/1806.06621
https://arxiv.org/abs/1802.00237
https://arxiv.org/abs/1611.09904
https://github.com/olofmogren/c-rnn-gan/
https://arxiv.org/abs/1712.00899
https://arxiv.org/abs/1705.02355
https://github.com/hep-lbdl/CaloGAN
https://arxiv.org/abs/1706.07068
https://arxiv.org/abs/1806.03968
http://arxiv.org/abs/1802.06167
https://arxiv.org/abs/1511.06390v2
https://arxiv.org/abs/1711.08904
https://arxiv.org/abs/1709.02023
https://arxiv.org/abs/1611.06430
https://github.com/edenton/cc-gan
https://arxiv.org/abs/1805.00251
https://arxiv.org/abs/1708.09105
https://arxiv.org/abs/1807.04585
https://arxiv.org/abs/1801.06309
https://arxiv.org/abs/1411.1784
https://arxiv.org/abs/1708.00598
https://arxiv.org/abs/1706.03269
https://arxiv.org/abs/1807.08093
https://arxiv.org/abs/1809.00437
https://arxiv.org/abs/1801.04883
https://arxiv.org/abs/1809.03627
https://arxiv.org/abs/1710.05106
https://arxiv.org/abs/1711.07613
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https://arxiv.org/abs/1712.06909
https://github.com/AAnoosheh/ComboGAN
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https://arxiv.org/abs/1703.10155
https://arxiv.org/abs/1703.10593
https://github.com/junyanz/CycleGAN
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http://arxiv.org/abs/1802.06454
https://arxiv.org/abs/1809.00981
https://arxiv.org/abs/1711.04340
https://arxiv.org/abs/1706.09549
https://arxiv.org/abs/1804.00533
https://arxiv.org/abs/1511.06434
https://github.com/Newmu/dcgan_code
https://arxiv.org/abs/1807.03923
https://arxiv.org/abs/1711.07064
https://github.com/KupynOrest/DeblurGAN
https://arxiv.org/abs/1809.08754
https://arxiv.org/abs/1805.06605
https://github.com/kabkabm/defensegan
https://arxiv.org/abs/1804.05928
https://arxiv.org/abs/1706.02071
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https://github.com/kodalinaveen3/DRAGAN
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https://arxiv.org/abs/1804.10652
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https://arxiv.org/abs/1803.00657
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https://github.com/yuanming-hu/exposure
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https://arxiv.org/abs/1711.05747
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Better training and generation

LSGAN, Zhu 2017. Wasserstein GAN,  
Arjovsky 2017.
Improved Wasserstein  
GAN, Gulrajani 2017.

Progressive GAN, Karras 2018.

2017: Explosion of GANs
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Improved Versions of GAN

There are more than 100 improved GANs/Applications since 
2014!!
A hot topic in deep learning
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DCGAN                      LSGAN                     WGAN                     WGAN-GP
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Image Super-Resolution

Conditional on low-resolution input image

2024/5/23 Chih-Chung Hsu@ACVLab 90
[Ledig et al. CVPR 2017]

https://arxiv.org/pdf/1609.04802.pdf
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Image-to-Image Translation

Conditioned on an image of different modality
No need to specify the loss function

2024/5/23 Chih-Chung Hsu@ACVLab 91
[Isola et al. CVPR 2017]

https://phillipi.github.io/pix2pix/
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Text2Image
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[Reed et al. ICML 2016]

https://arxiv.org/pdf/1605.05396.pdf
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StackGAN
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https://arxiv.org/pdf/1612.03242.pdf
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Style Transfer
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Style Transfer
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Pose Generation
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Source: https://papers.nips.cc/paper/6644-pose-guided-person-image-generation.pdf
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StarGAN
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Source: https://arxiv.org/pdf/1711.09020.pdf
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Change the Cloth
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Source: https://github.com/fxia22/PixelDTGAN
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2019: BigGAN
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Brock et al., 2019
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SinGAN, ICCV 2019.
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Shaham, Tamar Rott, Tali Dekel, and Tomer Michaeli. "Singan: Learning a generative model from a single natural image." Proceedings of the IEEE/CVF International Conference on 
Computer Vision. 2019.
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DeepFake for Faces

StyleGANv2 [CVPR2020]

Anycost GAN [CVPR2021]
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GAN-based Applications

What application should GAN be used
Any task related to image synthesis (合成影像任務包含)
 Image super-resolution
 Discriminator can be used to judge its fidelity and resolution

 Image translation
 Discriminator can be used to identify its quality

 Image segmentation
 Discriminator can be used to tune generated segmentation map

 Data argumentation
 Discriminator can be used to check the fidelity of the simulated image

 etc...
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Rethinking GANs

Is possible to fool a DNN by adding specified noises?
Adversarial attack
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(a) Car                         (b) Noise map                    (c) Toaster
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Adversarial Attack

Cause model uninterpretable 
Goodfellow given some reasons 
 Assume that a linear operation in NN is 𝐳𝐳 = 𝐰𝐰 𝐱𝐱 + 𝐛𝐛
 Consider that
 𝐳𝐳 = 𝐰𝐰 𝐱𝐱 + 𝐛𝐛 ∗ 𝐝𝐝, where d is the attach signal
When 𝐰𝐰𝐝𝐝 is large
 Attacking will be very effective

How to find 𝐝𝐝?
 Yes, we can train it by supervised way
 Similar to “Discriminator” does

2024/5/23 Chih-Chung Hsu@ACVLab 104
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GANs

Don’t work with an explicit density function
Take game-theoretic approach: learn to generate from training 

distribution through 2-player game
Pros:
Beautiful, state-of-the-art samples!

Cons:
Trickier / more unstable to train
Can’t solve inference queries such as p(x), p(z|x)

Active areas of research:
Better loss functions, more stable training (Wasserstein GAN, LSGAN, 

many others)
Conditional GANs, GANs for all kinds of applications

2024/5/23 Chih-Chung Hsu@ACVLab 105
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Denoising Diffusion Models

Learning to generate by denoising
Denoising diffusion models consist of two processes:
Forward diffusion process that gradually adds noise to input
Reverse denoising process that learns to generate data by denoising
Forward diffusion process (fixed)

Data Noise

Reverse denoising process (generative)

Sohl-Dickstein et al., Deep Unsupervised Learning using Nonequilibrium Thermodynamics, ICML
2015 Ho et al., Denoising Diffusion Probabilistic Models, NeurIPS 2020
Song et al., Score-Based Generative Modeling through Stochastic Differential Equations, ICLR 2021
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Forward Diffusion Process

The formal definition of the forward process in T steps:

Forward diffusion process (fixed)

Data Noise

x0 x1 x2 x3 x4 … xT

mean
19

variance

Sample:
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Diffusion Kernel

Data Noise

x0 x1 x2 x3 x4 … xT

mean

19

variance

Sample:
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What happens to a distribution in the forward diffusion?

So far, we discussed the diffusion kernel                   but what
about

We can sample                  by first sampling                  and then 
sampling

2
1

The diffusion kernel is Gaussian convolution.

xt

q(x0) q(x1) q(x2) q(x3) q(xT)

Diffused Data Distributions

…

Data Noise

Diffused 
data dist.

Input 
data dist.

Diffusion 
kernel

Joint 
dist.

(i.e., ancestral sampling).
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Generative Learning by Denoising

Recall, that the diffusion parameters are designed such that

Generation:
Sample

Iteratively sample

In general,

 is intractable.
Can we approximate
Yes, we can use a Normal distribution if      is small in each forward
diffusion step.

22

xt

q(x1) q(x2) q(x3)

Diffused Data Distributions

…

True Denoising Dist.

q(x0)

q(x0|x1)

q(xT)

q(xT-1|xT)q(x1|x2) q(x2|x3) q(x3|x4)
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Reverse Denoising Process

Formal definition of forward and reverse processes in T steps:

Reverse denoising process (generative)

Data Noise

Trainable network
(U-net, Denoising Autoencoder)

x0 x1 x2 x3 x4 … xT

Autoencoder predicts the mean of 
the denoised image x(t-1) given x(t).
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How do we train? (summary version)

What is the loss function? (Ho et al. NeurIPS 2020 )

U-Net autoencoder takes x(t) as input and 
simply predict a noise. The goal of the 
training is to generate a noise pattern that 
is unit normal. Very similar to VAE, right?
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Summary

Training and Sample Generation

27

Intuitively: During forward process we add noise to image. During reverse process we try to 
predict that noise with a U-Net and then subtract it from the image to denoise it.



partial credit by CS311n

Implementation Considerations

Network Architectures
Diffusion models often use U-Net architectures with ResNet blocks
and self-attention layers to represent

28

Time Representation
Fully-connected 

Layers

Time representation: sinusoidal positional embeddings or random Fourier
features.

Time features are fed to the residual blocks using either simple spatial
addition or using adaptive group normalization layers. (see Dharivwal and
Nichol NeurIPS 2021)
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Diffusion Parameters

Noise Schedule

2
9

Above, and control the variance of the forward diffusion and reverse denoising processes respectively.

Often a linear schedule is used for , and is set equal to . Slowly increase the amount of added noise.

Kingma et al. NeurIPS 2022 introduce a new parameterization of diffusion models using signal-to-noise ratio (SNR), and 
show how to learn the noise schedule by minimizing the variance of the training objective.

We can also train while training the diffusion model by minimizing the variational bound (Improved DPM by Nichol and
Dhariwal ICML 2021) or after training the diffusion model (Analytic-DPM by Bao et al. ICLR 2022).

Data Noise
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Recall that sampling from                 is done using

In the forward diffusion, the high frequency content is
perturbed faster.

Freq.

Large t

What happens to an image in the forward diffusion 
process?

30

Freq.

Small t

Freq.

Fourier
Transform

where
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Content-Detail Tradeoff

31

Data Noise

Reverse denoising process (generative)

x0 x1 x2 x3 x4 … xT

The denoising model is 
specialized for generating the 
low-frequency content (i.e., 

coarse content)

The denoising model is 
specialized for generating the 
high-frequency content (i.e., 

low-level details)

The weighting of the training objective for different timesteps is important!
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Connection to VAEs

Diffusion models can be considered as a special form of
hierarchical VAEs.

However, in diffusion models:
• The encoder is fixed
• The latent variables have the same dimension as the data
• The denoising model is shared across different timestep
• The model is trained with some reweighting of the variational

bound.

Vahdat and Kautz, NVAE: A Deep Hierarchical Variational Autoencoder, NeurIPS
2020 Sønderby, et al.. Ladder variational autoencoders, NeurIPS 2016.
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Summary: Denoising Diffusion Probabilistic Models

Diffusion process can be reversed if the variance of the Gaussian noise 
added at each step of the diffusion is small enough.

To reverse the process we train a U-Net that takes input: current noisy image 
and timestamp, and predicts the noise map..

Training goal is to make sure that the predicted noise map at each step is 
unit gaussian (Note that in VAE we also required the latent space to be unit 
gaussian).

During sampling/generation, subtract the predicted noise from the noisy 
image at time t to generate the image at time t-1 (with some weighting).

The devil is in the details:
Network architectures
Objective weighting
Diffusion parameters (i.e., noise schedule)



UNSUPERVISED LEARNING?
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Background and Motivation

State-of-the-art ConvNets for image restoration and generation 
are almost invariably trained on large datasets of images. One 
may thus assume that their excellent performance is due to their 
ability to learn realistic image priors from a large number of 
example images.

However, learning alone is insufficient to explain the good 
performance of deep networks.
 Recent research has shown that generalization requires the 
structure of the network to “resonate” with the structure of the 
data.
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What did they do?

In this paper, they show that, contrary to the belief that learning is 
necessary for building good image priors, a great deal of image 
statistics are captured by the structure of a convolutional image 
generator independent of learning.

They cast reconstruction as a conditional image generation 
problem and show that the only information required to solve it is 
contained in the single degraded input image and the 
handcrafted structure of the network used for reconstruction.

Instead of trying to beat the state-of-art neural networks, they try 
to show the structure of the network imposes strong prior.
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Result
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Image restoration - Method

𝑥𝑥 – Clean image
 �𝑥𝑥 – Corrupted/degraded image (observed)
𝑥𝑥∗- Restored image

Degradation for denoising:
 �𝑥𝑥 = 𝑥𝑥 + 𝜖𝜖, 𝜖𝜖 ∈ 𝑁𝑁(0,𝜎𝜎2)
Restoration Model:
𝑥𝑥∗ = arg max

𝑥𝑥
𝑝𝑝 𝑥𝑥 �𝑥𝑥 = arg max

𝑥𝑥
𝑝𝑝 �𝑥𝑥 𝑥𝑥 𝑝𝑝 𝑥𝑥

If there is no preference for prior, the prior will be a constant. Then, 
𝑥𝑥∗ = arg max

𝑥𝑥
𝑝𝑝 �𝑥𝑥 𝑥𝑥 = arg max

𝑥𝑥
𝑁𝑁(�𝑥𝑥; 𝑥𝑥,𝜎𝜎2) = �𝑥𝑥

=> the best estimation of the clean image is the corrupted image

likelihood    prior



partial credit by CS311n

𝑥𝑥 – Clean image
 �𝑥𝑥 – Corrupted image (observed)
𝑥𝑥∗- Restored image

 𝑥𝑥∗ = arg max
𝑥𝑥

𝑝𝑝 𝑥𝑥 �𝑥𝑥 = arg max
𝑥𝑥

𝑝𝑝 �𝑥𝑥 𝑥𝑥 𝑝𝑝 𝑥𝑥

 = arg min
𝑥𝑥
−𝑙𝑙𝑙𝑙𝑙𝑙𝑝𝑝 �𝑥𝑥 𝑥𝑥 − 𝑙𝑙𝑙𝑙𝑙𝑙𝑝𝑝(𝑥𝑥)

 Expressed as energy minimization problem:

𝑥𝑥∗ = arg min
𝑥𝑥
𝐸𝐸(𝑥𝑥, �𝑥𝑥) + 𝑅𝑅(𝑥𝑥)

 where 𝐸𝐸(𝑥𝑥, �𝑥𝑥) is a task-dependent data term, 𝑅𝑅(𝑥𝑥) is a regularizer

For example:
𝑥𝑥∗ = arg max

𝑥𝑥
𝑝𝑝 �𝑥𝑥 𝑥𝑥 = arg max

𝑥𝑥
𝑁𝑁(�𝑥𝑥;𝑥𝑥,𝜎𝜎2) = arg min

𝑥𝑥
𝑥𝑥 − �𝑥𝑥 2
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Deep Image Prior

 �𝑥𝑥 – Corrupted image (observed)

Parametrization:
 Interpreting the neural network as a parametrization


 𝑥𝑥 ≡ 𝑓𝑓𝜃𝜃(𝑧𝑧)

In particular, most of their experiments are performed using a U-
Net type “hourglass” architecture(also known as “decoder-
encoder”) with skip-connections, where z and x have the same 
spatial size.

Convolutional network with 
parameter θ

Fixed input z
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Architecture used in the experiments
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Deep Image Prior step by step

 �𝑥𝑥 – Corrupted image (observed)
𝑥𝑥∗- Restored image

1. initialize z
For example fill it with uniform noise U(-1, 1)

2. Solve 𝜃𝜃∗ = arg min
𝜃𝜃
𝐸𝐸(𝑓𝑓𝜃𝜃(𝑧𝑧); �𝑥𝑥))

With any favorite gradient-based method

𝜃𝜃𝑘𝑘+1 = 𝜃𝜃𝑘𝑘 − 𝛼𝛼 𝜕𝜕𝜕𝜕(𝑓𝑓𝜃𝜃(𝑧𝑧); �𝑥𝑥))
𝜕𝜕𝜃𝜃

;

3.Get the solution
𝑥𝑥∗ = 𝑓𝑓𝜃𝜃∗(𝑧𝑧)



The network has high impedance to noise and low impedance to 
signal. 
 Therefore for most applications, 
They restrict the number of iterations in the optimization process 
to a certain number of iterations.
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Data term

𝑥𝑥 – Clean image
 �𝑥𝑥 – Corrupted image (observed)
𝑚𝑚- Binary mask

Objective:  𝜃𝜃∗ = arg min
𝜃𝜃
𝐸𝐸(𝑓𝑓𝜃𝜃(𝑧𝑧); �𝑥𝑥))

Denoising: 𝐸𝐸 𝑥𝑥, �𝑥𝑥 = 𝑥𝑥 − �𝑥𝑥 2 Needs early stopping!
Inpainting:  𝐸𝐸 𝑥𝑥, �𝑥𝑥 = 𝑥𝑥 − �𝑥𝑥 ⨀𝑚𝑚 2 ,  where⨀ is Hadamard’s 
product, m is binary mask
Super-resolution: 𝐸𝐸 𝑥𝑥, �𝑥𝑥 = 𝑑𝑑(𝑥𝑥) − �𝑥𝑥 2 , where 𝑑𝑑 · is a 
downsampling operator to resize the image
Feature-inv: 𝐸𝐸 𝑥𝑥, �𝑥𝑥 = 𝜙𝜙(𝑥𝑥) − 𝜙𝜙(�𝑥𝑥) 2 , where 𝜙𝜙 is the first 
several layers of a neural network trained to perform
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Experiments

Denoising and generic reconstruction
Deep Image Prior approach can restore an image with a complex 
degradation (JPEG compression in this case). As the 
optimization process progresses, the deep image prior allows to 
recover most of the signal while getting rid of halos and 
blockiness (after 2400 iterations) before eventually overfitting to 
the input (at 50K iterations).
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The deep image prior is successful at recovering both man-made 
and natural patterns.
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Super-resolution

use a scaling factor of 4 to compare to other works
fix the number of optimization steps to be 2000 for every image
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Inpainting

Text inpainting
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Image restoration

sampled to drop 50% of pixels at random
g is the result from comparison with Shepard networks 
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Inpainting of large holes

The deep image prior utilizes context of the image and 
interpolates the unknown region with textures from the known 
part. Such behaviour highlights the relation between the deep 
image prior and traditional self-similarity priors
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Inpainting of large holes

Inpainting using different depths and architectures. 
The figure shows that much better inpainting results can be 
obtained by using deeper random networks. However, adding 
skip connections to ResNet in U-Net is highly detrimental.
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Feature-inversion (AlexNet Inversion)

Given the image on the left, it shows the natural pre-image 
obtained by inverting different layers of AlexNet using three 
different regularizers.
The deep image prior results in inversions at least as 
interpretable as the ones of [8].
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Flash/No Flash

The proposed approach can be extended to the tasks of the 
restoration of multiple images
The flash-no flash image pair-based restoration is to obtain an 
image of a scene with the lighting similar to a no-flash image, 
while using  the flash image as a guide to reduce the noise level.
The deep image prior allows to obtain low-noise reconstruction 
with the lighting very close to the no-flash image.



APPLICATIONS
IMAGE SYNTHESIS, CONTROLLABLE GENERATION, 
TEXT-TO-IMAGE

118
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GLIDE
OpenAI

• A 64x64 base model + a 64x64 → 256x256 super-resolution
model.

• Tried classifier-free and CLIP guidance. Classifier-free guidance
works better than CLIP guidance.

120

Samples generated with classifier-free guidance (256x256)

Nichol et al., “GLIDE: Towards Photorealistic Image Generation and Editing with Text-Guided Diffusion Models”, 2021.
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CLIP guidance

What is a CLIP model?
Trained by contrastive cross-entropy loss:

121

• The optimal value of is

Radford et al., “Learning Transferable Visual Models From Natural Language Supervision”, 2021.
Nichol et al., “GLIDE: Towards Photorealistic Image Generation and Editing with Text-Guided Diffusion Models”, 2021.
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CLIP guidance

Replace the classifier in classifier guidance with a CLIP model

122

• Sample with a modified score:

CLIP model

Radford et al., “Learning Transferable Visual Models From Natural Language Supervision”, 2021.
Nichol et al., “GLIDE: Towards Photorealistic Image Generation and Editing with Text-Guided Diffusion Models”, 2021.
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GLIDE
OpenAI

Fine-tune the model especially for inpainting: feed randomly
occluded images with an additional mask channel as the input.

123

Text-conditional image inpainting examples

Nichol et al., “GLIDE: Towards Photorealistic Image Generation and Editing with Text-Guided Diffusion Models”, 2021.
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DALL·E 2

OpenAI

1kx1k Text-to-image generation.
Outperform DALL-E (autoregressive transformer).

Ramesh et al., “Hierarchical Text-Conditional Image Generation with CLIP Latents”, arXiv 2022. 124
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DALL·E 2

Model components
 Prior: produces CLIP image embeddings conditioned on the caption.

Decoder: produces images conditioned on CLIP image embeddings and text.



Ramesh et al., “Hierarchical Text-Conditional Image Generation with CLIP Latents”, arXiv 2022.

126
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DALL·E 2
Model components

Why conditional on CLIP image embeddings?

CLIP image embeddings capture high-level semantic meaning.
Latents in the decoder model take care of the rest.
The bipartite latent representation enables several text-guided
image manipulation tasks.

126
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DALL·E 2
Model components (1/2): prior model

Prior: produces CLIP image embeddings conditioned on the 
caption.
Option 1. autoregressive prior: quantize image embedding to a seq. of 

discrete codes and predict them autoregressively.
Option 2. diffusion prior: model the continuous image embedding by diffusion 

models conditioned on caption.

127

Ramesh et al., “Hierarchical Text-Conditional Image Generation with CLIP Latents”, arXiv 2022.
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DALL·E 2
Model components (2/2): decoder model

Decoder: produces images conditioned on CLIP image embeddings 
(and text).
Cascaded diffusion models: 1 base model (64x64), 2 super-resolution models 

(64x64 → 256x256, 256x256 → 1024x1024).
 Largest super-resolution model is trained on patches and takes full-res inputs 

at inference time.
Classifier-free guidance & noise conditioning augmentation are important.

128

Ramesh et al., “Hierarchical Text-Conditional Image Generation with CLIP Latents”, arXiv 2022.
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DALL·E 2
Bipartite latent representations

129

Bipartite latent representations

: CLIP image embeddings

: inversion of DDIM sampler 
(latents in the decoder model)

Near exact 
reconstruction

Ramesh et al., “Hierarchical Text-Conditional Image Generation with CLIP Latents”, arXiv 2022.
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DALL·E 2
Image variations

130

Fix the CLIP embedding

Decode using different decoder latents
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DALL·E 2
Image interpolation

Interpolate image CLIP embeddings .

Use different to get different interpolation trajectories.

Ramesh et al., “Hierarchical Text-Conditional Image Generation with CLIP Latents”, arXiv 2022. 131
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DALL·E 2
Text Diffs

Change the image CLIP embedding towards the difference of the text CLIP embeddings of two prompts.

Decoder latent is kept as a constant.
132
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Imagen
Google Research, Brain team

Input: text; Output: 1kx1k
images
An unprecedented degree of 
photorealism
SOTA automatic scores & human 
ratings
A deep level of language 
understanding
Extremely simple
no latent space, no quantization

133

A brain riding a rocketship heading towards the moon.

Saharia et al., “Photorealistic Text-to-Image Diffusion Models with Deep Language Understanding”, arXiv 2022.
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Imagen (Google Research, Brain team…被解散了…)

134

Saharia et al., “Photorealistic Text-to-Image Diffusion Models with Deep Language Understanding”, arXiv 2022.
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Imagen
Google Research, Brain team

135

Saharia et al., “Photorealistic Text-to-Image Diffusion Models with Deep Language Understanding”, arXiv 2022.
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Imagen
Google Research, Brain team

136

Saharia et al., “Photorealistic Text-to-Image Diffusion Models with Deep Language Understanding”, arXiv 2022.
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Imagen
Google Research, Brain team

137

A cute hand-knitted koala wearing a sweater with 'CVPR' written on it.

Saharia et al., “Photorealistic Text-to-Image Diffusion Models with Deep Language Understanding”, arXiv 2022.
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Imagen

Key modeling components: 
Cascaded diffusion models 
Classifier-free guidance and 

dynamic thresholding. 
Frozen large pretrained 

language models as text 
encoders. (T5-XXL)

Saharia et al., “Photorealistic Text-to-Image Diffusion Models with Deep Language Understanding”, arXiv 2022.

138
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Imagen

 Key observations:

• Beneficial to use text conditioning
for all super-res models.

• Noise conditioning augmentation
weakens
 information from low-res models, thus
 needs text conditioning as

extra information input.

• Scaling text encoder is extremely efficient.

• More important than scaling
diffusion model size.

• Human raters prefer T5-XXL as the text
encoder over CLIP encoder on DrawBench.

Saharia et al., “Photorealistic Text-to-Image Diffusion Models with Deep Language Understanding”, arXiv 2022.

138
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Imagen

Dynamic thresholding
Large classifier-free guidance weights → better text alignment,
worse image quality

140

Better text alignment

Be
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Saharia et al., “Photorealistic Text-to-Image Diffusion Models with Deep Language Understanding”, arXiv 2022.
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Saharia et al., “Photorealistic Text-to-Image Diffusion Models with Deep Language Understanding”, arXiv 2022.

Imagen
Dynamic thresholding

• Large classifier-free guidance weights → better text alignment,
worse image quality

• Hypothesis : at large guidance weight, the generated
images are saturated due to the very large gradient updates
during sampling

• Solution – dynamic thresholding: adjusts the pixel values of
samples at each sampling step to be within a dynamic range
computed over the statistics of the current samples.

141
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Imagen
Dynamic thresholding

142

Static thresholding

Saharia et al., “Photorealistic Text-to-Image Diffusion Models with Deep Language Understanding”, arXiv 2022.

Dynamic thresholding
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Saharia et al., “Photorealistic Text-to-Image Diffusion Models with Deep Language Understanding”, arXiv 2022.

Imagen

DrawBench: new benchmark for text-to-image evaluations
A set of 200 prompts to evaluate text-to-image models across multiple 

dimensions.

E.g., the ability to faithfully render different colors, numbers of objects, 
spatial relations, text in the scene, unusual interactions between 
objects.

Contains complex prompts, e.g, long and intricate descriptions, rare 
words, misspelled prompts.

143
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Imagen

DrawBench: new benchmark for text-to-image evaluations

144

Saharia et al., “Photorealistic Text-to-Image Diffusion Models with Deep Language Understanding”, arXiv 2022.
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Imagen
Evaluations

145

Imagen got SOTA automatic evaluation scores 
on COCO dataset

Imagen is preferred over recent work by human raters in sample 
quality & image-text alignment on DrawBench.

Saharia et al., “Photorealistic Text-to-Image Diffusion Models with Deep Language Understanding”, arXiv 2022.
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Stable Diffusion

Latest & Publicly available text-to-image generation
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Diffusion Autoencoders

Learning semantic meaningful latent representations in diffusion 
models

146

To be discussed in detail in paper presentation

Preechakul et al., “Diffusion Autoencoders: Toward a Meaningful and Decodable Representation”, CVPR 2022.
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Diffusion Autoencoders

Learning semantic meaningful latent representations in diffusion 
models

147

Changing the semantic latent .

Very similar to StyleGAN based editing. Zsem is the latent representation similar to the W/W+ space of StyleGAN

Preechakul et al., “Diffusion Autoencoders: Toward a Meaningful and Decodable Representation”, CVPR 2022.
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Diffusion Autoencoders

Learning semantic meaningful latent representations in diffusion 
models

148

Preechakul et al., “Diffusion Autoencoders: Toward a Meaningful and Decodable Representation”, CVPR 2022.
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Super-Resolution

Super-Resolution via Repeated Refinement (SR3)
 Image super-resolution can be considered as training high-resolution
image where y is a low-resolution image and x is the
corresponding

Train a score model for x conditioned on y using:

The conditional score is simply a U-Net with xt and y (resolution
image) concatenated.

152

Saharia et al., Image Super-Resolution via Iterative Refinement, 
2021
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Super-Resolution
Super-Resolution via Repeated Refinement (SR3)

153

Saharia et al., Image Super-Resolution via Iterative Refinement, 
2021
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Image-to-Image Translation
Palette: Image-to-Image Diffusion Models

155

Saharia et al., Palette: Image-to-Image Diffusion Models,
2022
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Conditional Generation
Iterative Latent Variable Refinement (ILVR)

Choi et al., ILVR: Conditioning Method for Denoising Diffusion Probabilistic Models, ICCV
2021

157
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Semantic Segmentation

159

Baranchuk et al., Label-Efficient Semantic Segmentation with Diffusion Models, ICLR
2022
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Image Editing (SDEdit)

161

Meng et al., SDEdit: Guided Image Synthesis and Editing with Stochastic Differential Equations, ICLR
2022
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OpenAI’s CLIP: Contrastive  language-image 
pretraining

OpenAI collect 400 million (image, text) pairs from the  web
Then, they train an image encoder and a text  encoder with a simple 
contrastive loss: given a  collection of images and text, predict which 
(image,  text) pairs actually occurred in the dataset

Radford et al., 2021 (“CLIP”)



partial credit by CS311n https://openai.com/blog/clip/

Contrastive learning
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Similar to GPT-3, you can use  CLIP for zero-shot 
learning
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SimVLM: prefix LM for image/text

Wang et al., ICLR 2022 (“SimVLM”)
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VisualGPT: cross-attention between  text decoder 
and image features

Chen et al., CVPR 2022 (“VisualGPT”)
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VilBERT (vision and language BERT)

Lu et al., 2019 (“VilBERT”)
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LAION-5B: a dataset of 5 billion  image/text pairs!

Schuhmann et al., 2022
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Major copyright issues…

 Stable Diffusion and other image-generating AI products could not  exist without the work of 
painters, illustrators, photographers,  sculptors, and other artists. Stable Diffusion was trained
on

 the LAION-5B dataset. LAION-5B contains 5.85 billion image-text  pairs. Most of the images 
contained in the dataset are copyrighted,  and LAION claims no ownership in them. As it 
notes, “The images  are under their copyright.”

 On January 13, 2023, the Joseph Saveri Law Firm, LLP filed a  complaint in the U.S. District 
Court for the Northern District of  California on behalf of Sarah Andersen, Kelly McKernan, 
Karla  Ortiz, and a class of other artists and stakeholders against Stability  AI Ltd.; Stability AI, 
Inc.; DeviantArt, Inc.; and Midjourney, Inc. This  suit alleges copyright infringement, DMCA 
violations, right of  publicity violations, breach of the DeviantArt Terms of Service,  unfair 
competition, and unjust enrichment. It likewise seeks  damages and injunctive relief to 
compensate the class for harms  already incurred and to prevent future harms.
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Relatedly…

https://www.nytimes.com/2023/04/18/technology/reddit-ai-openai-google.html

http://www.nytimes.com/2023/04/18/technology/reddit-ai-openai-google.html
http://www.nytimes.com/2023/04/18/technology/reddit-ai-openai-google.html
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PaLM-E

Driess et al., 2023 (“PaLM-E”)



PALM-E

HTTPS://PALM-E.GITHUB.IO/#DEMO



LLAVA
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4

Multimodal Language Models

Why is the
sky blue?

A person wearing a red cap and  
sleeveless outfit is soaring through  
a cloudless sky on a brightly  
colored hang glider.

The sky appears blue because  
molecules in the Earth's  
atmosphere scatter sunlight the  
shorter wavelength of blue more  
than other colors.

Multimodal  
Language  

Model

I like pizza

Multimodal language models are AI systems designed to understand, 
interpret, and generate information across different  forms of data, such 
as text and images. These models leverage large datasets of annotated 
examples to learn associations  between text and visual content, 
enabling them to perform tasks that require comprehension of both 
textual and visual  information.
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5

Multimodal Language Models

Source: https://twitter.com/GregKamradt/status/1711772496159252981

Use Case Breakdown

• Food Recommendations
• Website Feedback
• Painting Feedback
Convert
• Figma Screens
• Adobe LightroomSettings
• Suggest ad copy based on a webpage
Extract
• Structured Data FromDriver's License
• Extract structured items from an image
• Handwriting Extraction
Assist
• Excel Formula Helper
• Find My Glasses
• Live PokerAdvice
• Video gamerecommendations
Evaluate
• Dog Cuteness Evaluator
• Bounding BoxEvaluator
• Thumbnail Testing

Links to Examples
Describe
• Animal Identification
• What's in this photo
Interpret
• Technical Flame GraphInterpretation
• Schematic Interpretation
• Twitter Thread Explainer
Recommend

https://twitter.com/rachel_l_woods/status/1710708040226226564?s=20
https://twitter.com/ammaar/status/1709430616524259445
https://twitter.com/marissamary/status/1707147314660270588
https://twitter.com/mckaywrigley/status/1707796170905661761
https://twitter.com/skirano/status/1709333011135681012
https://twitter.com/ijatajiji/status/1710199020499726535
https://twitter.com/abacaj/status/1710525260578410754?s=46
https://twitter.com/mckaywrigley/status/1708557028149673990
https://twitter.com/brianroemmele/status/1710392068772872333?s=46
https://twitter.com/rameerez/status/1709638697644109984
https://twitter.com/ricoboost/status/1710220531566620895
https://twitter.com/markgadala/status/1709619160064364605
https://twitter.com/emollick/status/1709382225748226191
https://twitter.com/emollick/status/1710482288658481154?s=46
https://twitter.com/jxnlco/status/1710382165639270485?s=20
https://twitter.com/1littlecoder/status/1709636152628527468
https://twitter.com/GregKamradt/status/1711772496159252981
https://twitter.com/suraj_biniwale/status/1709567196274548984
https://twitter.com/cto_junior/status/1711067515600646585?s=46
https://twitter.com/brianroemmele/status/1710835622842360201
https://twitter.com/UltraRareAF/status/1710270517364867203
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AI Vision has come a long way.

GPT-4 Vision

LLaVA 1.634B

Research scientist and a founding member  
at OpenAI. Sr. Director of AI at Telsa.

source: https://karpathy.github.io/2012/10/22/state-of-computer-vision/

2024

2012
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7Image source: https://www.reddit.com/r/hmmm/comments/ubab5v/hmmm/

LLaVA 1.6 34B

What’s funny about this? GPT-4 Vision

https://www.reddit.com/r/hmmm/comments/ubab5v/hmmm/


QUICK INTRODUCTION TO TOKENS AND 
EMBEDDINGS  REQUIRED TO 
UNDERSTAND HOW LLMS PROCESS TEXT
AND  IMAGES.

9
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Q1: how to learn image representations?  
Q2: how to extend vision models with more  
flexible, promptable interfaces?

Q3: how to do image generation?

Q4: how to train multimodal LLM?  
Q5: how to chain multimodal experts  
with LLM?

Image
Encoder

Image  
Generation

Consume visual data

Produce visual data

LLM for language understanding and generation

General-purpose interface
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Outline

Background
Traditional Large Multimodal Models (LMM)
Multimodal GPT4

Pre-requisite: Instruction Tuning in Large Language Models
Instructed Tuned Large Multimodal Models
Open-Source Prototypes: LLaVA / MiniGPT4
Emerging Extensions
Benchmarking, Properties and Applications



LARGE MULTIMODAL MODELS 
(LMM)  & GPT4
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Large Multimodal Models: Image-to-Text Generative 
Models

Model Architectures
 (Pre-trained) Image Encoder and Language Models
Trainable modules to connect to two modalities

Language

Language Model

Connection Module  

Vision Encoder
Image

A dog lying on the grass next to a frisbee
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 Training Objective
• Cross-Attended Image-to-Text Generation
• Autoregressive loss language output

Language Model

Visual Tokens

Next Token

Tokens to Predict

To
ke

ns
 to

At
te

nd
Text Tokens

Large Multimodal Models: Image-to-Text Generative
Models
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Example 1: LMM with Image-Text Pairs

• BLIP2• GIT

From Scratch Pre-trained: FLAN-T5/OPT

Q-Former: Lightweight
Querying Transformer

Contrastive pre-trained:
Florence/CLIP

Contrastive pre-
trained:  
EVA/CLIP

Language Model

Connection Module  

Vision Encoder

GIT: A Generative Image-to-text Transformer for Vision and Language
Blip-2: Bootstrapping language-image pre-training with frozen image encoders and large language models
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• Flamingo:

Language Model

Connection Module  

Vision Encoder

Pre-trained: 70B Chinchilla

Perceiver Resampler
Gated Cross-attention + Dense
Pre-trained: Nonrmalizer-Free ResNet (NFNet)

Example 2: LMM with Interleaved Image-TextData
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• Flamingo: Multimodal In-Context-Learning Emerging  
Property

Example 2: LMM with Interleaved Image-TextData
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MultiModal GPT-4

10
GPT-4 Technical Report, OpenAI

• Model Details: Unknown
• Capability: Strong zero-shot visual understanding & reasoning  

on many user-oriented tasks in the wild

• How can we build Multimodal GPT-4 like models?
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Recap on Language Modeling: Large Language Models
(LLM)

GPT-3 ChatGPT  
InstructGPT

GPT-4

Flamingo  
BLIP2  
GIT
…

Multimodal  
Space

11

GPT-2

In-context-learning  
Chain-of-thoughts (CoT)

What’snew? In-context-learning  
Chain-of-thoughts (CoT)  
Instruction-Following

In-context-learning  
Chain-of-thoughts (CoT)  
Instruction-Following
Multimodal Input with image

Multimodal GPT-4

Gap?
Instruction-Following
 Alignment Research



INSTRUCTION TUNING IN
LARGE LANGUAGE MODELS
(LLM)
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Instruction Tuning

Input Output

Translation

Summarization

Hello,Vancouver 你好，溫哥華

CVPR is the premier annual computer vision event  
comprising the main conference and several co-located  
workshops and short courses. This year, CVPR will be  
single track such that everyone (with full passport  
registration) can attend everything.

CVPR: top computer  
vision event, single-
track, accessible to all.

• Task instructions are implicit.
• Individual models are trained, or multi-tasking without specifying the instructions
• Hard to generalize to new tasks in zero-shot
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Instruction Tuning

Input Output

Summarize in just 10 words  
to make the message even  
more brief and easier to  
remember.

Instruction

Hello,Vancouver 你好，溫哥華

CVPR is the premier annual computer vision event  
comprising the main conference and several co-located  
workshops and short courses. This year, CVPR will be  
single track such that everyone (with full passport  
registration) can attend everything.

CVPR: top computer  
vision event, single-
track, accessible to all.

Translate English into Simplified  
Chinese

• Task instructions are explicit, expressed in natural language
• One single model is trained, multi-tasking with specified instructions
• Natural and easy to generalize to new tasks in zero-shot
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Instruction Tuning

Input Output

Summarize in Chinese to  
make it easier to remember.

Instruction

CVPR'23签证问题: 组委会
努力解决，提供虚拟和现
场注册转换服务

"CVPR'23 visa issue: organizing  
committee works to solve and  
provide virtual and in-person  
registration switch services."
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Self-Instruct Tuning

Seed Examples In-Context Learning New Machine-Generated Examples

How to collect a diverse set of high-quality instructions and their responses?

Human-Human: Collected from humans with high cost
Human-Machine: A Strong LLM Teacher such as GPT3 and GPT4

translation example summarization example
Please generate new instructions that meet the requirements: ….
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Language Modeling: Large Language Models (LLM)

GPT-3 ChatGPT  
InstructGPT

GPT-4

LLaMAOpen Source  
Community

17

GPT-2

In-context-learning  
Chain-of-thoughts (CoT)

What’snew? In-context-learning  
Chain-of-thoughts (CoT)  
Instruction-Following

In-context-learning  
Chain-of-thoughts (CoT)  
Instruction-Following
Multimodal Input with image

Alpaca Vicuna

GPT4-Alpaca Tulu



partial credit by CS311n

Instruction Tuning with Open-Source LLMs

Self-Instruct with Strong Teacher LLMs & Mixed HumanData
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Results onChatbot

All chatbots against ChatGPT

All chatbots against GPT-4

Evaluation Metric: Ask GPT-4 to rate  
the two model responses (1-10), then  
compute the ratio, i.e. relative score

Findings:
• A VERY CONSISTENT Evaluation Metric !
• Opensourced Chatbots mimicked commercial ones
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Large Multimodal Models

LLaVA as a running example in this lecture
• Data
• Model
• Performance

-- Building multimodal gpt4 with open-source
resources
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Visual Instruction Tuning with GPT-4

21

https://llava-vl.github.io/

LLaMA Alpaca Vicuna GPT-4-LLM

Teacher GPT-3.5 ShareGPT GPT-4
(Human & GPT) (text-only)

Instruction- None 52K 700K  
following (70 conversions)

Data

Haotian Liu*, Chunyuan Li*, Qingyang Wu, Yong Jae Lee (* Equal contribution)

Self-Instruct  with StrongTeacher LLMs But No Teacher is available on multiGPT4?

LLaVA

GPT-4
(text-only)

• 158K multimodal instruction following data  
(First & High Quality)

Multimodal Chatbot
Large Language and VisionAssistant
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GPT-assisted Visual Instruction Data Generation

• Rich Symbolic Representations of Images
• In-context-learning with a few manual examples

 Text-only GPT-4
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Three type of instruction-following responses

GPT-assisted Visual Instruction Data Generation
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 Architecture

LLaVA: Large Language-and-Vision Assistant

 Two-stage Training
•Stage 1: Pre-training for Feature Alignment.

Only the projection matrix is updated, based on a subset of CC3M.

•Stage 2: Fine-tuning End-to-End. Both the projection matrix and LLM are updated

•Visual Chat: Our generated multimodal instruction data for daily user-oriented applications.

•Science QA: Multimodal reasoning dataset for the sciencedomain.
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Visual Chat: Towards building multimodal GPT-4 
level chatbot

Two-stage Training

An evaluation dataset with 30 unseen images, 90 new language-image instructions

Overall, LLaVA achieves 85.1% relative score compared with GPT-4
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Science QA: New SoTA with the synergy of LLaVA
with GPT-4

• LLaVA alones achieve 90.92%

• We use the text-only GPT-4 as the  
juedge, to predict the final  
answer based on its own previous  
answers and the LLaVA answers.

• This ̀ `GPT-4 as juedge'' scheme  
yields a new SOTA92.53%

• GPT-4 is an effective model
ensemble method
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Example 1: Extreme Ironing

Strong Visual Reasoning Ability



Example 2: Chicken Nugget Map

Strong Visual Reasoning Ability
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Example 1: CVPR & Vancouver

Strong OCR Ability
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Example 2: CVinW workshop

Strong OCR Ability
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Example 3: LLaVA

Strong OCR Ability
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VisionLLM

EmbodiedGPT

Llama-Adapter V2
mPlug-Owl

PandaGPT
LLaVA-Med
Contextual DET

ChatBridge

X-LLM

Valley  
MIMIC-IT

Video-LLaMA

Emerging Topics

Videochat
InstructBLIP

GPT4Flamingo

LLaMA Vicuna

MiniGPT-4
LLaVA

Alpaca

MultiModl-GPT
Otter

GILL  
LAVIN

PMC-VQA
SpeechGPT

IdealGPT
PathAsst

LMEye
InternGPT

LVLM-eHub

MetaVL LAMM
OCR POPE

MayAprilMarch June



Video InstructViT

MultiInstruct
InstructBLIP

More Modalities  
(Beyond VL)

ChatBridge

PandaGPTX-LLM

SpeechGPT
OCR

POPE: Hallucination

Evaluation

Efficient  
Adaptation

Image  
Generation

GILL

LLaMA-Adapter v2  
LAVIN

Multimodal GPT

MiniGPT-4
(Zhu et al. 2023)

FlamingoMultimodal GPT4
Seminal LMM

LLaVA
(Liu et al. 2023)

Videochat  
Video-LLaMA  
Valley

Embodied  
Agent  

EmbodiedGPT

Dense  
Prediction
VisionLLM  

Contextual DET

Multitask Instruct with  
Established Datasets

mPlug-Owl

M3IT MetaVL

Multimodal
In-Context Learning

OpenFlamingo  

Otter/MIMIC-IT

LAMM

Applications Adversarial Robustness

PathAsst

PMC-VQA

LLaVA-Med

PaLM-E KOSMOS-1

LVM-eHUB
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More Modalities  (Beyond VL)

More Modalities (Beyond VL)
• ChatBridge: Bridging Modalities with Large Language Model as a Language

Catalyst
• PandaGPT: One Model To Instruction-Follow Them All
• SpeechGPT: Empowering large language models with intrinsic cross-modal 

conversational abilities
• X-LLM: Bootstrapping Advanced Large Language Models by Treating Multi-

Modalities as Foreign Languages

ChatBridge

PandaGPTX-LLM

SpeechGPT

More Modalities 
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InstructViT

MultiInstruct
InstructBLIP

Multimodal GPT

Multitask Instruct with  
Established Datasets

mPlug-Owl

Multitask Instruct with Established Academic 
Datasets/Tasks

• MultiInstruct: Improving Multi-Modal Zero-Shot Learning via Instruction
Tuning

• mPlug-Owl: Modularization empowers large language models with
multimodality

• InstructBLIP: Towards general-purpose vision-language models with 
instruction tuning

• Multimodal-gpt: A vision and language model for dialogue with humans
• Instruction-ViT: Multi-Modal Prompts for Instruction Learning in ViT
 Two existing purposes for Instruct Tuning:
 User-oriented tasks: Daily conversation
 Academic tasks: Existing datasets
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MultiModal In-Context Learning

M3IT MetaVL

In-Context Learning  
OpenFlamingo  

Otter/MIMIC-IT

• Otter: A Multi-Modal Model with In-Context Instruction Tuning
• M3IT: A Large-Scale Dataset towards Multi-Modal Multilingual 

Instruction Tuning
• MetaVL: Transferring In-Context Learning Ability From Language 

Models to Vision-Language Models
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Parameter-Efficient Training

• LLaMA-Adapter V2: Parameter-Efficient Visual Instruction Model
• Cheap and Quick: Efficient Vision-Language Instruction Tuning for 

Large Language Models

Efficient  
Adaptation

LLaMA-Adapter v2  
LAVIN

• QLoRA: Efficient Finetuning of Quantized LLMs

Finetuning 65B LLaMA for 24 hours on a single GPU, reaching 99.3% of the performance level of ChatGPT

LLaMA-Adapter V2: 14M parameters LAVIN: 3.8Mparameters
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Evaluations

• Evaluating Object Hallucination in Large Vision-Language Models
• On Evaluating Adversarial Robustness of Large Vision-Language

Models
• On the Hidden Mystery of OCR in Large Multimodal Models
• LAMM: Language-Assisted Multi-Modal Instruction-Tuning 

Dataset, Framework, and Benchmark

OCR

POPE: Hallucination

Adversarial Robustness

Evaluation

LAMM LVM-eHUB

14 tasks:  
OCR

10 tasks:
OCR + Reasoning
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Applications

• PathAsst: Redefining Pathology through Generative Foundation AI Assistant for Pathology
• PMC-VQA: Visual Instruction Tuning for Medical Visual Question Answering
• LLaVA-Med: Training a Large Language-and-Vision Assistant for Biomedicine in One Day

PathAsst

Applications

PMC-VQA

LLaVA-Med
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A large gap remains…
In terms of scaling the capability

Are we close or surpassing GPT-4?
In terms of prototyping new capabilities
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Strong abilities in
Reading multiple high-resolution images, long sequence
Responding with domain knowledge
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What can we do next as a sustainable research 
community?

Industry: Scaling of data/model, New emerging properties etc
University Labs: Prototypes for new functionalities, Evaluation

Summary:
Strong capabilities of LMM
 Instruction Tuning from Language to Multimodal
Open-Source Prototypes: LLaVA / MiniGPT4
Emerging Extensions
Benchmarking, Properties and Applications



APPENDIX
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Variational Autoencoders
Now equipped with our encoder and decoder networks, let’s work out the (log) data likelihood:
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Variational Autoencoders
Now equipped with our encoder and decoder networks, let’s work out the (log) data likelihood:

Taking expectation wrt. z  
(using encoder network) will  
come in handy later
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Variational Autoencoders
Now equipped with our encoder and decoder networks, let’s work out the (log) data likelihood:
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Variational Autoencoders
Now equipped with our encoder and decoder networks, let’s work out the (log) data likelihood:
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Variational Autoencoders
Now equipped with our encoder and decoder networks, let’s work out the (log) data likelihood:
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Variational Autoencoders
Now equipped with our encoder and decoder networks, let’s work out the (log) data likelihood:
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Variational Autoencoders
Now equipped with our encoder and decoder networks, let’s work out the (log) data likelihood:

The expectation wrt. z (using
encoder network) let us write
nice KL terms
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Variational Autoencoders
Now equipped with our encoder and decoder networks, let’s work out the (log) data likelihood:

pθ(z|x) intractable (saw
earlier), can’t compute this KL  
term :( But we know KL  
divergence always >= 0.

Decoder network gives pθ(x|z), can
compute estimate of this term through  
sampling. (Sampling differentiable  
through reparam. trick, see paper.)

This KL term (between  
Gaussians for encoder and z  
prior) has nice closed-form  
solution!
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Variational Autoencoders
Now equipped with our encoder and decoder networks, let’s work out the (log) data likelihood:

We want to  
maximize the  
data  
likelihood

pθ(z|x) intractable (saw
earlier), can’t compute this KL  
term :( But we know KL  
divergence always >= 0.

Decoder network gives pθ(x|z), can
compute estimate of this term through  
sampling. (Sampling differentiable  
through reparam. trick, see paper.)

This KL term (between  
Gaussians for encoder and z  
prior) has nice closed-form  
solution!
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Variational Autoencoders
Now equipped with our encoder and decoder networks, let’s work out the (log) data likelihood:

Tractable lower bound which we can take  
gradient of and optimize! (pθ(x|z) differentiable,

We want to  
maximize the  
data  
likelihood

KL term differentiable)

Fei-Fei Li & Justin Johnson & Serena Yeung
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Variational Autoencoders
Now equipped with our encoder and decoder networks, let’s work out the (log) data likelihood:

We want to  
maximize the  
data  
likelihood

Training: Maximize lower boundVariational lower bound (“ELBO”)
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Variational Autoencoders
Now equipped with our encoder and decoder networks, let’s work out the (log) data likelihood:

Reconstruct  
the input data

Make approximate  
posterior distribution  
close to prior

Training: Maximize lower boundVariational lower bound (“ELBO”)



VariationalAutoencoders
Putting it all together: maximizing the  
likelihood lower bound

2024/5/23 Chih-Chung Hsu@ACVLab 251



Input Data
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VariationalAutoencoders
Putting it all together: maximizing the  
likelihood lower bound

Let’s look at computing the bound  
(forward pass) for a given minibatch of  
input data



Encoder network

Input Data
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VariationalAutoencoders
Putting it all together: maximizing the  
likelihood lower bound
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VariationalAutoencoders
Putting it all together: maximizing the  
likelihood lower bound

Make approximate  
posterior distribution  
close to prior

Encoder network

Input Data



Sample z from
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VariationalAutoencoders
Putting it all together: maximizing the  
likelihood lower bound

Make approximate  
posterior distribution  
close to prior

Encoder network

Input Data



Decoder network

Sample z from

2024/5/23 Chih-Chung Hsu@ACVLab 256

VariationalAutoencoders
Putting it all together: maximizing the  
likelihood lower bound

Make approximate  
posterior distribution  
close to prior

Encoder network

Input Data



Decoder network

Sample z from

Sample x|z from
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VariationalAutoencoders
Putting it all together: maximizing the  
likelihood lower bound

Make approximate  
posterior distribution  
close to prior

Encoder network

Input Data

Maximize
likelihood of  
original input  
being  
reconstructed



Decoder network

Sample z from

Sample x|z from

Input Data
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VariationalAutoencoders
Putting it all together: maximizing the  
likelihood lower bound

Make approximate  
posterior distribution  
close to prior

Encoder network

Maximize
likelihood of  
original input  
being  
reconstructed

For every minibatch of input  
data: compute this forward  
pass, and then backprop!



Decoder network

Sample x|z from
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Variational Autoencoders: Generating Data!
Use decoder network. Now sample z from prior!

Sample z from

Kingma and Welling, “Auto-Encoding Variational Bayes”, ICLR 2014



Decoder network

Sample x|z from
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Variational Autoencoders: Generating Data!
Use decoder network. Now sample z from prior!

Sample z from

Kingma and Welling, “Auto-Encoding Variational Bayes”, ICLR 2014



Decoder network

Sample x|z from
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Variational Autoencoders: Generating Data!
Use decoder network.  Now sample z from prior! Data manifold for 2-d z

Vary z1

Sample z from

Kingma and Welling, “Auto-Encoding Variational Bayes”, ICLR 2014 Vary z2
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Variational Autoencoders: Generating Data!

Vary z1

Degree of smile

Diagonal prior on z
=> independent  
latent variables

Head poseVary z2Kingma and Welling, “Auto-Encoding Variational Bayes”, ICLR 2014

Different  
dimensions of z  
encode  
interpretable factors  
of variation
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Variational Autoencoders: Generating Data!

Vary z1

Vary z 2

Degree of smile

Head pose

Diagonal prior on z
=> independent  
latent variables

Different  
dimensions of z  
encode  
interpretable factors  
of variation

Also good feature representation that  
can be computed using qɸ(z|x)!

Kingma and Welling, “Auto-Encoding Variational Bayes”, ICLR 2014



partial credit by CS311n

Using the divergence 
you want…and take care of it…

Can we use other divergence?
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